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How does scale impact
adversarial robustness?



What 1s scale ?
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Language models represented by the size of parameters (figure adopted from DistilBERT from huggingface)




Test Loss

How does scale impact models?
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Robustness and adversarial attacks

“airliner”

3,“&59« 3

+ 0.005 x




Robustness and adversarial attacks

Original
Perfect performance by the movie legend: Positive (99%)

v
™\

Adversarial
Spotless performance by the movie legend: Negative (74%)

Y




Robustness and adversarial attacks

Perfect performance by
the movie legend

Great performance by
the movie legend



Robustness and adversarial attacks

Perfect performance by
the movie legend

N

Spotless performance
by the movie legend



Adversarial training

Adversarial attack as a form of data augmentation :

* Proportion of adversarial samples seen
during training

 Different methodto generate
adversarial samples [

adversarial sample
generator

Adversarial

Dataset

Training
|




Adversarial generator, an example :

PSOZang :Word-level Textual Adversarial Attackingas Combinatorial Optimization :

| | N\ /

r |
Original Input | love this movie

S

https://arxiv.org/abs/1910.12196
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Adversarial generator, an example :

PSOZang :Word-level Textual Adversarial Attackingas Combinatorial Optimization :

Sememes | FondOf this produce shows
Original Input | love this movie

https://arxiv.org/abs/1910.12196
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Adversarial generator, an example :

PSOZang :Word-level Textual Adversarial Attackingas Combinatorial Optimization :

Sememes | FondOf this produce shows
Original Input | love this movie

e mes S b

| like picture |

Substitute i ; ) ﬁ
Words | enjoy film

cinema

Search Space

https://arxiv.org/abs/1910.12196
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Adversarial generator, an example :

PSOZang :Word-level Textual Adversarial Attackingas Combinatorial Optimization :

Idea : Word-level attack seen as a Combinatorial Optimization problem — Particle Swarm

Sememes | FondOf this produce shows
Real .. | | I \ /
= | Original Input | love this movie
sample S S
! like picture |
Substitute : ; .
 Words | enjoy film
cinema |

' Search Space

Adversarial - E = Adversarial
Ecampls | like this fim —— B

https://arxiv.org/abs/1910.12196
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Adversarial generator, an example :

BAEGarg: BERT-based Adversarial Examples for Text Classification :

Idea : use BERT model to predict MASKED token

Y8 The government made a quick decision

https://arxiv.org/abs/1910.12196
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Adversarial generator, an example :

BAEGarg: BERT-based Adversarial Examples for Text Classification :

Idea : use BERT model to predict MASKED token

T\ The government made a quick decision

BAE -R ée The m made a quick decision

https://arxiv.org/abs/1910.12196
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Adversarial generator, an example :

BAEGarg: BERT-based Adversarial Examples for Text Classification :

Idea : use BERT model to predict MASKED token

The government made a quick decision

The m government made a quick decision

state , british , federal

The government m made a quick decision

officials , then , immediately

https://arxiv.org/abs/1910.12196



https://arxiv.org/abs/1910.12196

How does scale impact
adversarial robustness?



How does scale impact models?

Can we empirically verify that

Where :

log(L) ~ a(p,d) X log(n) + b(p, d)

n

model size

— Q ©

t Loss

number of adversarial samples seen during training
dataset size

adversarial loss adversarial loss

llll

Model size




Adversarial Dataset

5k successfully attacked texts from all models

* The film is darkly funny in its observation of just how much more
grueling and time-consuming the illusion of work is than actual work.

* The film is darkly bizarro in its observation of just how much more
grueling and time-consuming the illusion of work is than actual work.



Dataset for sentiment categorization

]
text (string) label (class label)
the rock i= destined to be the 21st century's new " conan " and that he's 1
going to make a splash even greater than arnold schwarzenegger , jean-.
the gorgeously elaborate continuation of " the loxrd of the rings * .
trilogy i= so huge that a column of words cannot adequately describe co-..
effective but too-tepid biopic 1
if vou sometimes like to go to the movies to have fun , wasabi is a good .
place to start .
emerges as something rare , an issue movie that's so honest and keenly q
observed that it doesn't feel like one .
R@tt n * Rottentomatoes: 10662 entries. (50% +, 50% -) : film commentary and review.

Tomatees

Imnh  |IMDB : 50000 entries : film commentary and review.

amazon  Amazon polarity : 2000000 entries : Comments on several products sold by amazon.




Eleuther AI GPT

* Neo 125M/1.3B/2.7B
*J-6B

e 825 GiB training set (The Pile) - .

https://arxiv.org/abs/2005.05909
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Training and Evaluation methods

* |dea : Evaluate loss / prediction performance for different models trained with increasing size
of adversarial samples seen during training.

Rotten
Tomatees

~ Hugging Face
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Results



Results

Adverserial Loss (Rotten Tomatoes)
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Results

Attack Success Rate as a measure of model size
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Results

Attack Success Rate (%)

Attack Succes Rate
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Results

L2 distance
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Density of ball



Density of ball



Limitations

* Positive (99%) --> Negative (82%)
e veah, these flicks are just that damn good . isn't it great ?
* yveah, these flicks are just that damn bad . isn't it great ?



Conclusion

*Scale improves adversarial robustness
*Preliminary results
*More datasets, more models!



Thank You
Questions

?

CHECK [T OUT—I MADE A
FULLY AVTOMATED DATA
PIPELINE THAT COLLECTS
AND PROCESSES ALL THE
INFORMATION JE NEED.

15 IT A GIANT HOUSE OF CARDS
BUILT FROM RANDOM SCRIPTS
THAT WILL ALL COMPLETELY

COLLAPSE THE MOMENT ANY
INPUT DOES ANYTHING WEIRD?

[T... MIGHT NOT GE.
T GUESS THAT'S SOMETH-

WHOOPRS, JusT

COLLAPSED. HANG

ON, I CAN PATCH IT.
\




TextAttack

A simple framework for adversarial attacks

Data

1

Augmentation |

Litilizing
Attacks

Adversarial |

Training

Attack

)

Modu le

TextAttack Training Pipeline \-.

Generate . ]
Mew Data Il Traln—>| Usar Modeal

(3enerate adversanal Adversarial II
Examplas Examples

Train—)[ Usar Modal ]

Repeat in training loop

/

https://arxiv.org/abs/2005.05909
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Adversarial generator, an example :

PSOZang :Word-level Textual Adversarial Attackingas Combinatorial Optimization :

Idea : Word-level attack seen as a Combinatorial Optimization problem

e Word substitution method

ba Sed on sememes ( un it O-F Sememes I| Fon‘dOf thlis produ<e s/hows
semantic meaning ) : define e | — Originat input [ ove this  movie
the search space. like picture
i
 Produces Likely output | cinema
(without context-awareness) SeachSpsos
e D like this film —
ample sample

*Particle swarm optimization-based
search algorithm

https://arxiv.org/abs/1910.12196
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Adversarial generator, an example :

BAEGarg: BERT-based Adversarial Examples for Text Classification :

Idea : use BERT model to predict MASKED token

* Rule-based synonym R%:
sample
replacement strate
p gy - m The government made a quick decision
Replace |:> The I3 made a quick decision

] , doctor
* Produces Likely output judge captain
(W]_th Context_awar\eness) Insert |:> Themgovernment made a quick decision
state , british , federal
. The government [0 made a quick decision | Adversalrlal
* Produces output with e —— i

improved grammaticality and
semantic coherence

https://arxiv.org/abs/2004.01970
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Robusthness and adversarial attacks :



Adversarial Robustness
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